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ABSTRACT
Given the recent proliferation of fake news online, fact-checking
has emerged as a critical defence against misinformation. Several
fact-checking organisations are currently employed in the initiative
to assess the truthfulness of online claims. Verified claims serve
as foundational data for various cross-domain research, including
fields of social science and natural language processing, where they
are used to study misinformation and several downstream tasks
such as automated fact-verification. However, these fact-checking
websites inherently harbour biases, posing challenges for academic
endeavours aiming to discern truth from misinformation. In this
study, we aim to explore the evolving landscape of online claims
verified by multiple fact-checking organisations and analyse the
underlying biases of individual fact-checking websites. Leverag-
ing ClaimsKG, the largest available corpus of fact-checked claims,
we analyse the temporal evolution of claims, focusing on topics,
veracity levels, and entities to offer insights into the complex di-
mensions of online information. We utilise data and dimensions
available from ClaimsKG for our analysis and for dimensions such
as topics which are not present in ClaimsKG, we create a topic tax-
onomy and implement a transformer-based model, for multi-label
classification of claims. We also observe how similar claims are
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co-occurant amongst different websites. Our work serves as a stan-
dardised framework for categorising claims sourced from diverse
fact-checking organisations, laying the foundation for coherent and
interpretable fact-checking datasets. The analysis conducted in this
work sheds light on the dynamic landscape of online claims verified
by several fact-checking organisations and dives into biases and
distributions of several fact-checking websites.
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1 INTRODUCTION
As internet resources become a primary source of information,
understanding its influence becomes pivotal for well-informed
decision-making across political, social, and economic spheres. The
ease of information accessibility and rapid diffusion of news brings
forth both opportunities and challenges.While it facilitates the swift
sharing of information, it also fuels the proliferation of misleading
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or false content [47]. In response to this, there has been a surge in
demand for fact-checking as a line of defence against misinforma-
tion, encompassing both manual and automated approaches. Given
the cost involved in manual fact-checking and the lack of robust
tools for automating that process, already fact-checked claims are a
precious resource when aiming to understand information quality.
Fact-checked claims play a pivotal role, serving as a cornerstone for
various research domains to drawmeaningful conclusions about the
influence of information on societal dynamics. In the realm of social
sciences, verified claims serve as a rich source for analysing online
discourse [48]. By understanding the veracity of claims in online
discourse, analysts can track the dissemination of accurate or mis-
leading information and comprehend the dynamics of information
sharing within online communities [5]. In Natural Language Pro-
cessing (NLP), verified claims serve as a primary source of ongoing
research endeavours for automated fact-checking processes [23].

However, fact-checking websites such as Snopes, Politifact, or
Factcheck AFP usually have individual biases as to what kind of
claims are deemed check-worthy leading to potential biases con-
cerning prevalent topic distributions, and spatial or temporal cover-
age. Given that it is a common practice across various research fields
to use claims sourced from fact-checking sites, either as training
data or as a source of labelled claims when investigating misin-
formation spread, understanding the inherent biases of different
fact-checking sources and the diversity of fact-checked claims over-
all is an important factor in the field of mis- and disinformation
research.

In addition to this, verified claims from different sources em-
ploy distinct terminologies, for instance, when assigning topics or
veracity labels. Consequently, the compiled data remains heteroge-
neous, incomplete, and scattered across multiple sources, posing
challenges in fully interpreting and understanding claims to gener-
ate actionable insights. Furthermore, issues such as the absence of
standardised taxonomies for topics and veracity labels exacerbate
these challenges. Organising claims into standard topics and ve-
racity labels makes it easier to analyse the diverse and spread-out
information found on fact-checking websites.

In this work, we attempt to present an overview of the fact-
checked claims landscape over the last two decades and under-
stand biases and distributions in fact-checked claims across various
sources. We conduct our study using the latest version of Claim-
sKG [18] [44], a comprehensive knowledge base of fact-checked
claims from 13 sources spanning from 1996 to December 2022. More
precisely, our work addresses the following research questions:

• RQ0 - How are veracity labels of verified claims distributed
across different periods?

• RQ1 - How are veracity labels of verified claims distributed
across different topics?

• RQ2 - How have claims concerning different topics evolved
over time?

• RQ3 - Do fact-checking websites predominantly focus on
specific topics or specific truth value classifications?

• RQ4 - How are certain entities distributed within the claims
and their reviews?

• RQ5 - How are similar claims occurring across different
websites?

To answer the research questions mentioned above, our analysis
focuses on the following dimensions:

• Temporal Aspect. Claims are associated with two dates:
the original publication date on (social) media and the review
date by fact-checking websites, allowing for an examination
of how they evolve across different periods. We extract this
dimension from ClaimsKG using the dates associated with
claims and their reviews.

• Veracity Labels. Fact-checking websites employ a variety
of descriptors to communicate the accuracy of claims. The
veracity labels assigned to claims are particularly intriguing
to researchers, offering insights into the perception biases
of fact-checking platforms [4] and the epistemological as-
pects [46] of the fact-checking process. However, veracity
labels vary across fact-checking websites. ClaimsKG extracts
the heterogeneous and discrete ratings provided by the web-
sites and provides a uniform and normalised veracity label
structure along with the claims which we use in our analysis.

• Entities. Claims and their reviews contain entity mentions
(e.g., people, organisations, locations, dates, etc) that can be
used for a deeper analysis of ongoing discussions on the
web. Entities also help in describing the context that helps
in understanding the broader landscape of the information
ecosystem. We rely on the entities provided as a part of the
ClaimsKG dataset for the analysis provided in this work.

• Topics. Topics of claims help users to find relevant fact-
checked information they are interested in. They hold signif-
icant relevance for social scientists to understand inherent
biases within fact-checking pages, as they provide crucial
insights into the distribution of truth values across differ-
ent subjects. By analysing the topic distribution, researchers
can uncover patterns of disproportionate coverage, which
may reflect underlying societal dynamics or editorial incli-
nations. Organising claims into distinct topics also serves
as a valuable tool in enhancing access to information for
journalists, social scientists, and citizens alike. Since topics
are not a part of ClaimsKG, we present our efforts to create
a unified classification schema for claims coming from var-
ious fact-checking websites, a transformer-based model to
classify claims into the topics of the proposed schema, and
an analysis that would not be possible without them.

In summary, our contributions include:

• Study of claim evolution and biases of individual fact-
checking websites. To the best of our knowledge, we pro-
vide the most comprehensive study to date of the character-
istics of claims on the Web, exploring dimensions such as
temporal aspects, topics, veracity, and text entities yielding
insights. Utilising ClaimsKG, we find that the fact-checked
claims are predominantly false, with a significant variance
across topics and the proportion of false claims has increased
substantially over time. In addition, the distribution of fact-
checked claims is substantially biased towards certain topics,
whereas most fact-checking platforms seem to have their
own inherent inclination of what topics to consider check-
worthy. Likewise, notable regional biases are evident, with
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certain fact-check sources displaying strong inclinations to-
ward the US, while others lean toward the UK or other spe-
cific regions.

• Topic taxonomy and claims classification model. We
provide a unified set of topics together with a transformer-
based model capable of accurately labelling claims from di-
verse sources using the proposed taxonomy with an aver-
age Macro F1 score of 0.78, with certain classes achieving
a maximum score of 0.95.The specific emphasis on topics
stems from the fact that this remains an unresolved issue.
Building upon the dimensions mentioned earlier (temporal
Aspect, veracity labels, and entities), it is evident that the
topical dimension requires further efforts toward reconcilia-
tion, structuring, classification, and other related tasks since
it is not readily available as a part of our dataset.

2 RELATEDWORK
Online claims stand as crucial pillars within diverse research fields,
serving as foundational elements to derive insightful conclusions
about the spread of information. Previous studies have explored
interesting areas in this field. Analysis has been done on the spread
of true and false news online [47] and detecting previously fact-
checked claims [32, 40, 41]. Some notable surveys [8, 42] explored
the dissemination and consumption of information within social
media, while others have focused on the challenges of “fake news”
from a fact-checking standpoint [45]. Sängerlaub [39] explored how
the challenge of disinformation is exacerbated by the prevalent
trend of information being published before thorough verification,
and how the integration of automated fact-checking techniques
facilitated by machine learning offers a promising solution to this
problem. Elaborating more on how verified claims also act as a tool
for engineering automated fact-checking systems, some works [21,
23] focused on the task formulation, methods, and future directions
of automated fact-checking.

Studies have also examined the check-worthiness of claims [24],
investigating claims and assumptions within the social media land-
scape through the social impact theory [34]. Amidst the Covid-19
pandemic, investigations into claims have shed light on the “info-
demic” [2], types and sources of Covid-19 related claims [10] and
to combat scientific misinformation [43]. Others have studied the
role of fake claims in political misinformation [16] and conspiracy
theories [15]. Research has explored the role of fake claims in polit-
ical misinformation, shedding light on tracking the dissemination
of claims to estimate the likelihood of the illusory truth effect [22].
While some research has addressed claim classification using neu-
ral networks [20], the focus has often been on comments made
by users in online arguments, rather than claims collected from
fact-checking websites.

Some researchers have undertaken efforts to explore the rela-
tionship between claims and topics. For example, Vlad [14] worked
on unsupervised clustering of claims into 𝑘 clusters, which they call
topics and utilised them to train a machine learning model for the
detection of fake news. However, their work did not have a fixed
number of topics or a specific topic schema. Others have worked
on claim detection where a model is trained on claims from certain

topics and then recognised check-worthy claims on a new, unseen
topic [1].

The ClaimsKG Statistical Observatory [19] represents an impor-
tant initiative that sought to extract and visualise statistics from the
ClaimsKG dataset. However, it is noteworthy that their approach
differed from ours in several key aspects. Firstly, the Observatory
was a user-oriented web application that is currently not accessible
online. Secondly, the topics selected by the ClaimsKG Statistical
Observatory were based on the keywords associated with each
claim, showcasing variances from our chosen topics (albeit with a
few commonalities). In contrast to this, our approach offers a stan-
dardised vocabulary of topics that remains consistent regardless
of changes in claims and their associated keywords. We built this
extensive topic taxonomy based on fact-checker-assigned topics.
During this work, we surveyed established thesauri like UNESCO1,
TheSoz2, and ELSST3 and noticed that although some concepts
matched our topics, others did not. Moreover, certain thesauri were
quite expansive, while others merged disparate topics like "Poli-
tics, Law, and Economy" or included categories like "Countries and
Country Groupings" which were not helpful for our analysis. Since
our data originated from fact-checking websites, our goal was to
categorise the claims according to the primary topics designated
by the fact-checkers. This approach afforded us annotated data
from the start, allowing us to perform model training and a ma-
chine learning approach for claims classification, different from the
approach mentioned in ClaimsKG Statistical Observatory. In our
work, we explore various dimensions such as time, topics, truth
values, and entities, all of which were not covered in the ClaimsKG
Statistical Observatory providing a more holistic perspective on the
dataset. Furthermore, our visualisation outputs in-depth analysis,
which is a key aspect that we prioritise in our findings. Our paper
addresses these gaps and presents a thorough analysis of the results
obtained from our visualisations, enhancing the understanding
of online discourse evolution in online claims and fact-checking
websites.

3 THE DATASET
Our dataset originates from the most recent release of ClaimsKG,
titled ClaimsKG - A Knowledge Graph of Fact-Checked Claims (Janu-
ary, 2023) [18]. It includes a total of 74, 066 claims and 72, 127 claim
reviews sourced from 13 distinct fact-checking websites. These
websites feature claims in multiple languages, including English,
French, Russian, Urdu, Hindi, Punjabi, Assamese, Tamil, Malayalam,
Gujarati, Telegu, Marathi, Odia and Bengali. Our focus is specifi-
cally on claims presented in the English language, amounting to
65, 121 claims sourced from 7 different websites: PolitiFact, Snopes,
Factcheck AFP, Checkyourfact, FullFact, Africacheck, and Truthor-
Fiction. Table 1 shows a detailed breakdown of claim counts per
website. We looked inside ClaimsKG to gain a deeper understanding
of the dimensions mentioned in Section 1. The claims present in the
data have publication dates and review dates between the years 1996
and 2022. The analysis presented in this paper relies on the claim
review date because i) only 43% of the claims included a publication

1https://vocabularies.unesco.org/browser/thesaurus/en/groups
2https://lod.gesis.org/thesoz/de/?clang=en
3https://elsst.cessda.eu/concept-scheme
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Figure 1: A sample claim that belongs to the topic “Health
Care" in PolitiFact.

date and ii) the veracity labels were assigned during the review
process. Additionally, ClaimsKG provides a standardised set of truth
values (e.g., True, False, Mixture, and Other)4, enabling investiga-
tions into the distribution of truth ratings across fact-checking sites.
We delved into these truth value classifications and their interpreta-
tions [17] to grasp their meanings. A claim receives a𝑇𝑟𝑢𝑒 or 𝐹𝑎𝑙𝑠𝑒
label when it is considered completely true or entirely false without
any ambiguity in its ratings.𝑀𝑖𝑥𝑡𝑢𝑟𝑒 is designated for claims that
contain both truth and falsehood, such as “half-true”, “Truth! But
Postponed!”, or “misleading”. 𝑂𝑡ℎ𝑒𝑟 encompasses claims that do
not align with the 𝑇𝑟𝑢𝑒/𝐹𝑎𝑙𝑠𝑒 or 𝑀𝑖𝑥𝑡𝑢𝑟𝑒 categories and has re-
ceived ratings like “Pending Investigation” or “photo out of context,”
among others. Furthermore, the data provides entity annotations
of claims and their reviews obtained through the Python Entity
Fishing Client,5 a tool for entity disambiguation against DBpedia.6
Lastly, it also provides links for each claim to their corresponding
fact-checking websites, enabling us to gather information about the
topics, (if any) associated with each claim. We used this to collect
the topics each claim is associated with. On the collected topics, we
observed that:

• Not all websites have claims classified into topics. For in-
stance, out of the 7 websites, Checkyourfact does not provide
any kind of topics associated with its claims.

• The other 6 websites, do not follow a standardised set of
topic assignments. Each of these websites uses its own spe-
cific vocabulary that is designated by its fact-checkers and
applies different labels for the same topic. For instance, “Poli-
tiFact" has a broad topic named “Legal Issues", “Snopes" uses
multiple labels like “Law Enforcement," “Legal" and “Legal
Affairs" to denote similar concepts, while “FullFact" cate-
gorised their claims simply as “Law". Figure 1 shows sample
topics occurring across the website PolitiFact and a sample
claim belonging to the topic “Health Care”.

4https://data.gesis.org/claimskg/ratings.pdf
5https://github.com/kermitt2/entity-fishing
6https://www.dbpedia.org/resources/linked-data/

Websites URL Claims
PolitiFact https://Politifact.com 22,373
Snopes https://snopes.com 18,818
Factcheck AFP https://factcheck.afp.com 6,662
Checkyourfact https://checkyourfact.com 4,878
FullFact https://Fullfact.org 4,697
Africacheck https://africacheck.org 4,590
TruthorFiction https://truthorfiction.com 3,103

Table 1: Count of Claims collected from each website

This disparity in topics across different sources motivated us
to homogenise the topics across the websites and come up with a
unified schema for topic classification, as described in Section 4.

4 TOPIC CLASSIFICATION
In this section, we describe the selection and mapping process to
create a unique topic taxonomy, followed by fine-tuning a classifier
for the classification of claims into the established topics.

4.1 Topic Selection
We analysed each of the 7 websites (listed in Table 1) and observed
how topics were assigned to their claims. We noticed that amongst
all these websites, Checkyourfact does not classify claims according
to topics. From the remaining 6 websites PolitiFact,7 Africacheck,8
FullFact,9 Snopes,10 Truthorfiction,11 and AFP Factcheck.12,we com-
piled a list of all prevalent topics and created a list of 401 varied
topics. After sifting through this list of topics, we performed the
following steps:

(1) We selected the most prominent and frequently occurring
topics across all these websites, ensuring that each selected
topic was found in at least three of the fact-checking web-
sites. For instance, the topic of “Immigration” appeared con-
sistently across all six websites.

(2) Derived a final list of 21 selected topics present on our
GitHub page13 to which all the others could be mapped.

4.2 Topic Mapping
After finalising the list of 21 topics, our task shifted to labelling
the claims according to them. During this process, we observed
that out of 401 original topics from the websites, 170 of them were
semantically similar to our chosen 21 topics or could be mapped
as subtopics. For instance, “Legal Issues" from “PolitiFact”, “Law
Enforcement,” “Legal”, and “Legal Affairs” from “Snopes” and “Law”
from “FullFact” can be mapped under the umbrella of the Legal Af-
fairs topic chosen by us in the final list. Therefore, we streamlined
these varied categorisations and devised a unified mapping that
aggregated synonymous or closely related topics under a single

7https://www.PolitiFact.com/issues/
8https://africacheck.org/infofinder/explore-facts?f%5B0%5D=pick_a_topic%3A317
9https://FullFact.org/facts/
10https://www.snopes.com/sitemap/
11https://www.truthorfiction.com/category/
12https://factcheck.afp.com/
13https://anonymous.4open.science/r/Topic-Mapping-Schema-of-Claims-
6E21/README.md
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Similar topics from different websites Mapped topic

immigration,
EU immigration,
immigrants and crime,
immigration statistics,
immigration and integration,
immigration and jobs,
public opinion of immigration,
immigration and public services,
treatment of immigrants,
asylum seekers and refugees,
immigration and the NHS,
border control, refugees,
Canadian immigration

Immigration

Table 2: Sample mapping schema for topic “Immigration"

unified topic. An excerpt from this mapping schema is presented in
Table 2, and the comprehensive scheme is available on our GitHub
repository14. Remaining 231 topics were irrelevant or ad hoc, those
that could not be mapped to any topic. These consisted of words
such as Ask PolitiFact, Ad Watch, Viral Phenomena, Uncategorized,
etc. These topics were discarded, and the resulting claims that were
labelled with only these topics were added to the set of unlabelled
claims. Following this mapping process, we relabelled all the claims
into the selected 21 topics, which resulted in 36, 902 labelled and
28, 219 unlabelled claims. The labelling process also involved as-
signing multiple labels to an individual claim, allowing claims to
belong to more than one topic.

4.3 Model Selection and Training
After creating a collection of labelled claims aligned with our man-
ually crafted set of topics, we proceeded to fine-tune a classifier
using these topics to be able to classify the remaining unlabelled
claims. Since online claims can be associated with more than one
topic, thus the proposed model aims at solving a multi-class multi-
label classification problem. In detail, given a claim 𝑐 and the set
of potential topics 𝑇 = {𝑡1, . . . , 𝑡𝑛} we want to create a model
𝜙 (𝑐) → 𝑇 ′ |𝑇 ′ ⊆ 𝑇 . We performed our experiments on a pre-trained
RoBERTa-BASE [30] model. It is a pretrained model on the English
language, trained for a masked language modelling (MLM) [36]
objective. We chose to use Asymmetric Loss ("ASL") [7] to measure
the model’s performance. This distinctive loss function operates
uniquely on positive and negative samples, dynamically adjusting
weights for easy negative samples and applying hard thresholds.
This aids in discarding potentially mislabelled samples. We adopted
a 5-fold cross-validation method for the fine-tuning. This involved
random shuffling of the training dataset into 5 subsets, where 4
subsets were utilised for training while 1 subset was reserved for
testing the model’s performance. This process was iterated five
times, creating five distinct models, each trained over ten epochs.
This fine-tuning setting was applied to the total 36, 902 labelled
claims that consisted of the training data after the mapping process
14https://anonymous.4open.science/r/Topic-Mapping-Schema-of-Claims-
6E21/mapping.txt

Figure 2: Count of claims from different sources

as previously described in section 4.2. The model that performed
the best in terms of macro F1 score was chosen as our classifier.

4.4 Inference
We observed promising classification results15 across all topics
within the 5-fold dataset. These results represent the average per-
formance of five different models across the fifth subset reserved
for testing (as described in Section 4.3). Results showed an average
Micro F1 score of 0.80 and Macro F1 score of 0.74. For classes such
as Covid, Economy, Immigration, and Health, scores were higher
than 0.85 as F1 score, having achieved a maximum of 0.91 in some
cases. Having achieved satisfactory performance from the classifier,
we selected the model with the highest F1 macro score to classify
the 28, 219 unlabelled claims. In addition to the unlabelled claims,
we extended the application of the classifier to the already labelled
36, 902 claims sourced from fact-checking websites. This step was
motivated by our observation that claims labelled by fact-checkers
may not comprehensively capture the content of the claims, result-
ing in incomplete labels. For example, Figure 1 illustrates a claim
from PolitiFact categorised under the issue "Health Care." The claim
should ideally cover labels such as Legal Affairs or Politics, consid-
ering its references to “health care law” and “bureaucrats”. These
nuanced aspects are often overlooked by fact-checkers. Recognising
the incompleteness of fact-checker-assigned labels, we deemed it
crucial to leverage data labelled and classified by the same classifier
for our analysis. In the end, we compiled a list of 65, 121 claims
that had been assigned labels by the classifier that are used in the
analysis presented in the next sections. The complete list of claims
classified according to topics is made available.16

15https://anonymous.4open.science/r/Topic-Mapping-Schema-of-Claims-
6E21/results.pdf
16https://www.dropbox.com/scl/fo/3x1f9zdqfw4lftw0revq3/h?rlkey=
06e2kx2vr05or1fadw16eau2y&dl=0
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5 VERACITY, TOPICS, ENTITIES,
CO-OCCURRENCES AND DISTRIBUTION OF
CLAIMS

In this section, we address the research questions formulated in Sec-
tion 1 with various dimensions of analysis and the claims labelled
with our classifier. We delve into the evolution of claims using the
web fragment represented by the ClaimsKG dataset spanning from
1995 to December 2022.

5.1 RQ0: Distribution of Veracity Labels over
Different Periods

We plot the distribution of 65, 121 claims over the years in Figure 2
and their veracity labels in Figure 3. We notice that:

• During 1995, Snopes reported a very small number of claims,
and all of them were 𝐹𝑎𝑙𝑠𝑒 .

• Throughout the years, the reported percentage of False claims
consistently outweighs that of 𝑇𝑟𝑢𝑒 claims.

• During the peak year in 2021, approximately 65% of the total
claims reported were found to be 𝐹𝑎𝑙𝑠𝑒 .

• Over time, there has been a notable rise in the proportion of
𝐹𝑎𝑙𝑠𝑒 claims. This is confirmed by studies in social science
that suggest 𝐹𝑎𝑙𝑠𝑒 claims have gained a different functional
use in mass media serving as a political instrument, e.g., dur-
ing the 2016 US presidential elections [3] [11] and German
Parliament [26]. This evolution has led to a surge in their
frequency and relevance in contemporary discourse.

• In 2007, there was a notable surge in the number of𝑀𝑖𝑥𝑒𝑑

claims. However, upon closer examination, it was revealed
that the rise was due to the influx of claims from 𝑃𝑜𝑙𝑖𝑡𝑖𝐹𝑎𝑐𝑡

website which came into operation that year. Incidentally
most claims from PolitiFact during that time were labelled
as “half false" and “mostly true," leading to the observed rise
in the category of𝑀𝑖𝑥𝑒𝑑 claims during that period.

• We also observe the ratio of 𝑀𝑖𝑥𝑒𝑑 and 𝑂𝑡ℎ𝑒𝑟 labels have
declined after 2013. This trend suggests that fact-checker
assessments have inclined toward a more definitive truth
rating rather thanmaintaining an ambiguous stance. The rea-
son behind this might be purely editorial because conclusive
fact-checked claims tend to be shared more than others [28].
However, the ratio of𝑇𝑟𝑢𝑒 claims has remained consistently
lower than 𝐹𝑎𝑙𝑠𝑒 claims throughout the entire period.

5.2 RQ1: Distribution of Veracity Labels across
Topics

Analysing the allocation of topics to claims, as shown in Figure 4,
reveals a significant trend in veracity distribution. Across vari-
ous topics, we discovered that 𝐹𝑎𝑙𝑠𝑒 claims dominate, except for
Business, Economy, and Education, where there is a noticeable
prevalence of claims with𝑀𝑖𝑥𝑒𝑑 truth values signifying that they
are not entirely𝑇𝑟𝑢𝑒 or entirely 𝐹𝑎𝑙𝑠𝑒 . COVID-related claims stand
out with the highest percentage of falsehoods, approximately 71%.
The widespread propagation of false claims about COVID and more
in general about Health highlights the significance of studying mis-
information and delving into the dynamics of its dissemination on

Figure 3: Distribution of claims and their veracity labels over
time.

Figure 4: Percentage of each Veracity Label for each Topic

the Internet as already investigated in previous studies [12]. For in-
stance, misinformation and fact-checking efforts related to COVID
have helped reinforce truthfulness in the news media, contributing
positively to democracy [31]. Following closely are topics such as
Military (67%), Elections (nearly 63%), and Religion (around 56%)
all marked by a significant prevalence of 𝐹𝑎𝑙𝑠𝑒 claims. By exam-
ining this distribution, researchers and policymakers can better
prioritise resources and interventions to combat misinformation
and promote accurate information spread across diverse areas of
interest. For example, false claims about the military may arise due
to propaganda efforts or attempts to influence public opinion on
matters of national security [35], whereas claims about politics may
be used for countervailing political statements and enhance factual
knowledge during elections [6].

5.3 RQ2: Frequency of Fact Checks across Topics
The surge of claims from 2019 to 2022 in Figure 2 intrigued us, lead-
ing to an exploration of prevalent topics within these claims. During
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Figure 5: Coverage of each topic over the entire time pe-
riod. For each topic, the reader can observe the percentage
of claims occurring per year across all websites. The darker
the colour the higher the percentage.

this time frame, we have noticed an increase in the prevalence of
certain topics that were not as prominent previously (Figure 5). For
instance, topics such as COVID, Race&Ethnicity, Sports, Military,
and Elections have gained significant dominance and visibility. Cer-
tainly, all these occurrences could be correlated with global events
during those years. Out of all COVID-related claims, about 43% of
them occurred in 2020 and 36% in 2021 (Figure 5). Undoubtedly this
was due to the global pandemic that broke out in the year 2019 and
we noticed a huge number of claims related to COVID during that
time( Figure 6). We also noticed a small proportion of claims have
been labelled as “COVID” in Figure 5 before COVID emerged in
2019. Upon inspecting these claims, we observed that the classi-
fier has associated patterns related to the H1N1 virus, swine flu,
and mask-wearing behaviour with COVID. In 2020, Election and
Race/Ethnicity gained significance. A closer look reveals that all
the websites focused on US presidential Elections and the George
Floyd Protests during that time. Sports emerged in 2021, followed
by a significant rise in the topic of Military in 2022 predominantly
associated with the Russia-Ukraine war. For example, a false claim
from Checkyourfact says “A video shared on Facebook claims Rus-
sian President Vladimir Putin declared war on Kenya”. However,
examining the entire timeline from 1996 to 2022 (as depicted in Fig-
ure 6), Politics consistently stood as the most prevalent topic across
all websites. Other significant subjects like Economy, Technology,
Health, and Crime followed suit throughout this extensive period.

The observation of a rise in sports-related claims in 2021, despite
the absence of a particular defining event, is intriguing. The iden-
tified surge seems to be attributed to a collective series of events
associated with Basketball, the India-Australia cricket series, the
UEFA European Championship and the Tokyo Olympics. It is note-
worthy that this surge occurred after a two-year pause imposed
by the global pandemic. This phenomenon could be indicative of
the gradual return to normalcy in the world of sports after the
pandemic-induced disruptions. The resumption of major sports

events and activities might have stimulated increased public atten-
tion and discussion, resulting in a corresponding surge in claims
related to these events. This observation not only reflects the close
relationship between societal events and claim dynamics but also
highlights the potential impact of global circumstances on spread
of facts [13, 29].

We also analyse the evolving dynamics of topics over time, reveal-
ing intriguing patterns aligned with real-world events. We notice a
spike in claims associated with Economy in 2008 which continued
till years 2011-2012 as seen in Figure 6. During this period, the
discourse predominantly centred around the aftermath of the 2008
Economic Crisis and persisted for several subsequent years. For ex-
ample, a claim by PolitiFact in 2008 asserted that “On the economic
crisis, the biggest problem in this whole process was the deregulation
of the financial system.” highlighting the economic crisis. Topics
also included discussions on state budgets and US military spend-
ing. In 2011 and 2012, claims still referenced issues like inflation,
unemployment, and the ramifications of the economic crisis, par-
ticularly during President Barack Obama’s tenure. For instance, a
2012 PolitiFact claim stated that “RNC Chair Reince Priebus says the
U.S. has lost 26 million jobs under Barack Obama,” while another
claim in 2012 noted that “The U.S. unemployment rate has remained
above 8 percent for 43 consecutive months, the longest stretch since the
Great Depression”. Snopes and PolitiFact emerged as the primary
fact-checking sources during this period. While Snopes addressed a
wider range of claims, PolitiFact predominantly focused on claims
related to the economy from 2008 to 2012. We looked at the spike
in Terrorism-related claims during 2001 (Figure 6). Analysing the
surge revealed a prevalent focus on the 9/11 attacks and prominent
terrorist group leaders. Some of the example claims during that
period are “World Trade Center attack survivor Adam Mayblum gave
a first-person account of his harrowing escape from one of the doomed
towers.” and “Osama bin Laden owns extensive gum arabic holdings”.

We performed a deeper analysis of some of the prominent topics
and how individual websites focused on them in Figure 10. We ob-
served that websites like Factcheck AFP, Checkyourfact, PolitiFact,
and Africacheck shifted their focus from other topics to verifying
more claims related to COVID during 2019. Similarly, during 2022,
platforms like Africacheck notably pivoted their attention towards
Election (Figure 10) due to events such as the Nigerian elections
and the economic landscape across the African subcontinent. By
examining claims through the lens of various topics, we could un-
cover patterns, generate insights into global events, and shed light
on issues that are not only significant but also warrant further
investigation.

5.4 RQ3: Fact Checking Sources, Topics,&
Veracity Labels

Following our examination of claims based on topics and truth
values, we aimed to explore the origins of these claims and their dis-
tributions across different sources. We observed in Figure 7 that var-
ious sources have different focal points in their topics. For instance,
Snopes and TruthorFiction tend to emphasise politics, FullFact
leaned toward health topics, and Factcheck AFP primarily focused
on COVID related subjects in recent years. For the other websites,
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Figure 6: Relative appearance of each topic per year. For each year, the relative proportion of claims adhering to a specific topic
across all fact-check sources is shown.

Figure 7: Topic distribution across key fact-check sources

topics seem to be distributed evenly without any notable emphasis
on specific subjects. We also analysed the predominant truth values
occurring in each of these sources in Figure 8. Checkyourfact and
Factcheck_AFP reports a relatively higher number of 𝐹𝑎𝑙𝑠𝑒 claims
followed by Africacheck and Snopes. TruthorFiction is the only
website reporting more 𝑇𝑟𝑢𝑒 claims than 𝐹𝑎𝑙𝑠𝑒 claims. PolitiFact
has the highest proportion of𝑀𝑖𝑥𝑒𝑑 claims and FullFact reported

the maximum number of claims that fell into 𝑂𝑡ℎ𝑒𝑟𝑠 category. The
varied focus of different fact-checking websites on distinct topics
and veracity labels can be attributed to the diverse editorial inclina-
tions of the fact-checkers themselves [33] [27]. These inclinations
are influenced by their inherent biases toward what they perceive
as check worthy [9] [25].
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Figure 8: Veracity Label distribution from various sources

Figure 9: Frequently occurring entities across each website

5.5 RQ4: Prominent Entities in Claims &
Reviews

We further expanded our analysis by examining the most frequently
occurring DBpedia entities within both the claims and their respec-
tive reviews. The reader can observe this analysis in Figure 9.17
Interestingly, a substantial proportion of these entities were refer-
ences to social media platforms like Facebook, and Twitter, often
indicating the claim’s origin. Additionally, we observed a prevalence
of country and place names like the United States, Texas, and Florida
among these entities. We have graphed the top 100 entities across
various sources excluding social media, news channels, and names
of places, and observed that most originate from PolitiFact. This
prominence on PolitiFact’s end likely stems from its high volume
of claims and included entities like Presidency_of_Donald_Trump,
Presidency_of_Barack_ObamaAffordable_Care_Act, Climate_Change,

17In the visual representation depicted, FullFact is omitted, given that none of the top
100 entities within the dataset originate from FullFact.

Covid_19, and Unemployment to name a few. Apart from Politi-
Fact, Factcheck AFP emerged as another significant platform that
contributed more to COVID-related claims compared to others.
As illustrated in Figure 7, AFP Factcheck notably concentrated on
COVID-related claims in recent years. We also looked at some of the
similar and repetitive entities that have emerged in our analysis. For
example, Covid_19 and COVID-19_vaccine or Donald_Trump and
Presidency_of_Donald_Trump. We have noted that despite their
apparent similarities, these entities are extractedwithin distinct con-
texts. “Covid-19” entity is extracted for only Covid-related claims.
For example “No, UK’s Boris Johnson didn’t say Covid-19 pandemic
was a lie – fake BBC headline" whereas “Covid-19_vaccine” for
claims specific to vaccine safety like “...Regulatory Agency (MHRA)
has been shared on social media, and asks people to report any
side effects from Covid-19 vaccines”. The same holds for discus-
sions about Donald Trump and his Presidency, where one focuses
on Donald Trump as a person with no clear indication of his role
as U.S. president, while the other delves into his presidency and
elections. These entities provide insight into how seemingly similar
claims pertain to different contexts and overlapping topics.

5.5.1 Entities and Topics: What insights do they offer? We delved
into exploring the correlation between entities and topics by ex-
amining the top 30 entities associated with claims on each website.
The objective was to ascertain whether the prevalence of notable
named entities within claims could offer insights into the dominant
topics. Our findings revealed a connection between entities and
prominent topics across various websites.

For instance, scrutiny of entities in Table 3 and Figure 7 allows
us to infer that Fullfact extensively covers Health and Covid-related
topics. This inference is drawn from the presence of entities such as
National_Health_Service, Vaccine, and Covid-19. Also it is more fo-
cused on UK politics, being an independent fact-checking organisa-
tion from the UK. On the other hand, Snopes predominantly focuses
on Politics, evident from the high occurrence of entities like Demo-
cratic_Party_(United_States) and Republican_Party_(United_States).
Additionally, it shows a keen interest in Technology, as reflected by
entities like Email and Photographs_(Mest_Album), predicted as
technology by the classifier. The examination of entities across var-
ious websites, such as Factcheck AFP emphasizing COVID-related
topics, TruthorFiction focusing on Politics, and Politifact delving
into the Economy through entities like Unemployment and Tax,
offers insightful observations. This analysis establishes a clear cor-
relation between entities and the prevalent topics covered by each
fact-checking website.

5.6 Similar Claims and their Co-Occurrences
A certain number of identical claims is present within the websites,
published on different dates, and reviews. For instance, the same
claim was fact-checked by different websites and assigned a rat-
ing by their fact-checkers. We investigated the presence of these
claims within the dataset and identified 2, 450 instances out of a
total of 61, 151 claims. We used a sentence transformer model [38]
where the sentences with similar meanings are associated with
embeddings that are close in the vector space. We used this model
to compute an embedding for each sentence. Then, the semantic
textual similarity between two sentences is computed, and we have



HT ’24, September 10–13, 2024, Poznan, Poland

(a) (b)

(c) (d)

(e) (f)

(g)

Figure 10: Distribution of six prominent topics across each fact-checking source (a) Factcheck AFP, (b) PolitiFact, (c) FullFact,
(d)Snopes, (e) Checkyourfact, (f) Africacheck, (g) TruthorFiction

.
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Website DBPedia Entities
Africacheck Confidence_Trick, Beware_(EP), William_Ruto, Covid_19,Scam_(album)

Checkyourfact
COVID-19_vaccine,COVID-19_pandemic,COVID-19, Donald_Trump,
Democratic_Party_(United_States), Joe_Biden,Presidency_of_Donald_Trump,
Republican_Party_(United_States),

Factcheck AFP COVID-19,Covid-19_vaccine,Image_Comics , Photo_(French_magazine),
COVID-19_pandemic

FullFact National_Health_Service,Covid-19_vaccine,Vaccine, Covid-19,
Labour_Party_(UK),European_Union, Conservative_Party(UK)

PolitiFact
Donald_Trump, Democratic_Party_(United_States), Joe_Biden, Barrack_Obama,
Republican_Party_(United_States), Affordable_Care_Act, United_States_Senate,
Unemployment, Tax, Taxpayer Health_Care

Snopes Donald_Trump, Democratic_Party_(United_States), Joe_Biden, Barrack_Obama,
Republican_Party_(United_States), Email,Photographs(Mest album)

TruthorFiction Donald_Trump, Democratic_Party_(United_States), Joe_Biden, Barrack_Obama,
Republican_Party_(United_States),

Table 3: Key entities identified within each website from inception until December 2022

Figure 11: Overlap Counts of Similar Claims between Fact-
Checking Websites

sentence pairs annotated together with a score indicating the simi-
larity between them. The model uses a Siamese network structure
that was trained using CosineSimilarityLoss[37]. We chose the sim-
ilarity threshold of 0.85, to ensure that only highly similar items are
considered matches, and to reduce the likelihood of false positives.
We also did a manual check and found that the sentences below this
threshold were dissimilar in meaning. While the subset of 2, 450
claims is relatively small to discern any clear pattern, it provides a
glimpse into prevalent trends and themes within the fact-checking
domain.In our analysis of the 2, 450 claims, we found that 6.8% of
Snopes fact-checked claims are similar to claims in other fact-check
sources while 5.4% of the claims verified by Politifact are similar
to claims in other fact-check sources The analysis also pointed
out certain pairs of websites that have numerous similar facts. For
example, Politifact and Snopes have the highest number of similar
co-occurrent claims followed by Politifact and Checkyourfact, and

Snopes and Checkyourfact. A breakdown of overlapping claims be-
tween specific websites is highlighted in Figure 11 Snopes emerged
as the most authoritative fact-checker, often being the first to verify
similar claims, and sometimes fact-checking claims even 15 years
before other websites. Among the claims that Snopes fact-checked
and are similar to those in other fact-check sources, Snopes was the
first to fact-check 71% of them before any other website. Politics
and COVID emerged as the most prevalent topic within the dataset,
followed by Health. Notably, the year 2020 witnessed the highest
level of overlap, with 497 claims undergoing fact-checking, primar-
ily revolving around COVID and Health-related issues due to the
spread of the pandemic and most websites shifting their focus to
COVID related claims as seen in Figure 10.

In our examination of veracity labels, we observed that 50% of
these co-occurrant claims were false. We also found a remarkable
consistency among various fact-checking platforms. While differ-
ences existed in the terminology used for labelling, such as "True"
by Snopes and PolitiFact versus "Correct Attribution" by TruthorFic-
tion, there were no conflicting assessments. We did not encounter
any instances where a claim was deemed true by one website while
being considered false by another. This agreement in fact-checkers
stances reinforces the confidence in the reliability and accuracy of
their assessments.

6 CONCLUSION
The analysis conducted in this work sheds light on the distributions
and biases in fact-checked claims across various sources. In this
work, we introduced a unified topic schema for categorising claims
sourced from varied fact-checking websites. Leveraging advanced
transformer models, we have used a state-of-the-art approach for
multi-label classification of claims, aligning with prevalent topics
identified across these platforms. While the performance of our
classifier may not be considered groundbreaking in pushing the
boundaries of the computer science field, the observed correla-
tion with real events and the analysis of entities within claims for
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each topic suggest a step forward in better understanding the fact-
checking landscape and further study ofmisinformation spread. Our
analysis has offered an exploration of online claims from diverse
perspectives, including temporal aspects, topics, veracity, named
entities, and co-occurant claims, yielding certain valuable insights.
Most importantly, we show that different fact-checking sources
have very particular topic biases, e.g. being more focused on either
economics or politics (Figure 10), that vary over time. Similarly,
strong regional biases surfaced, where some fact-checking sources
seem to be strongly biased towards the US, others to the UK or dif-
ferent regions (Table 3). Our findings highlight that specific topics
tend to align with particular veracity labels, that certain entities
are predominantly used by certain, distinct fact-checking sources
and how categorising claims into topics aids in deeper analysis, of-
fering correlations with real-life events. Additionally, we note that
certain websites emerge as particularly authoritative fact-checkers,
often verifying claims before other platforms, and that the fact-
checkers or journalist community were unified and consistent in
their assessments towards verifying claims.

Although our analysis is based on ClaimsKG, which only cap-
tures a small portion of the vast array of claims circulating and
discussed online, this can still have substantial implications for
any research into misinformation or fake news relying on single
fact-checking website as representative sources of fact-checked
claims.

Future work will involve the improvement of the topic assign-
ment. For example, the labelling of claims related to COVID before
it emerged in 2019 as observed in Figure 6’ could be addressed with
further refinement and fine-tuning. There is a substantial number of
claims that are labelled as Other and Mixed within our data. These
are claims with unclear veracity labels like “uncategorised” and
“sarcasm” by the fact-checkers, which do not add valuable insights
to our analysis. Investigating these further and establishing dis-
tinct truth values for these labels would significantly enhance the
analysis of our data. In the future, our plans include expanding the
list of topics to achieve greater analysis granularity, encompassing
a comprehensive spectrum of topics and subtopics. Additionally,
we aim to annually analyse truth value variations for each topic
and explore leveraging entities for claim classification into topics.
Furthermore, we intend to utilise the multilingual nature of Claim-
sKG to classify claims in regional languages and languages other
than English. We also aspire to harness the prowess of Large Lan-
guage Models to annotate and fine-tune our data, allowing for more
accurate assessments of claims. This approach holds promise in
fortifying the depth and accuracy of our analysis and in generating
robust insights into the dynamics of information dissemination.
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